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Abstract 
The emergence of conversational AI models, such as ChatGPT, has revolutionized human-computer 
interactions, offering extraordinary capabilities in natural language understanding and generation. However, as 
these models become increasingly integrated into various applications and platforms, they also introduce new 
challenges and risks to cybersecurity. This article explores the impact of ChatGPT on cybersecurity, delving 
into both the opportunities and weaknesses it presents. We discuss the potential use of ChatGPT in various 
cyber attacks, including phishing, social engineering, and misinformation campaigns. Additionally, we examine 
strategies for reduce these risks, such as enhancing model security, implementing robust authentication 
mechanisms, and promoting user education and awareness. By understanding the connections of ChatGPT on 
cybersecurity, we can proactively address these challenges and hold its capabilities safely and responsibly in 

the digital landscape.  
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1. Introduction  

ChatGPT is a large language model developed by OpenAI that can understand and respond 
to natural language text. It has been taught on a massive amount of text data and can 

generate human-like text for a wide range of tasks, such as answering questions, writing 

stories, and even coding. It can be used to generate text, complete text, or answer questions 
[1]. 

 

ChatGPT is a type of language model that uses neural networks. It is taught on a large 
dataset of text to generate human-like responses to prompts. It is based on the GPT 

(Generative Pre-taught Transformer) architecture, which uses a transformer neural network 

to generate text. 

 

1.1. Example of ChatGPT 

An example of a task that ChatGPT can be fine-tuned for is a chatbot that can have a 

conversation with a user. The chatbot can respond to questions and prompts in a way that 
mimics human conversation [2]. 
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Fig. 1. Chatbot. 

Source: https://chat.openai.com/ 

 

1.2. What does Chat GPT do? 

If you ask for a poem in English in the style of Shakespeare, it will give it in a couple of 
minutes. If you ask a riddle, it will give you an answer. If you ask where the error is in a 

very long software program, it will find it and give you the correct answer. What should I 

do next for a small business I can start? How should it be handled? If asked, it will give a 
very detailed explanation without giving an answer in a word or two [3]. 

 

It interacts with humans like professors and experts, providing information and answering 
questions through conversation. 

 

1.3. Chat GPT is a chatbot 

This chatbot is an online chat conversational software application. For example, some 
websites have an automated chatbot service. Mostly you can find it on bank-related 

websites [4]. 

 
GPT stands for Generative Pre-taught Transformer. Generative models belong to the field 

of statistical study. A model used to find new data points. For example, the generative 

model is used to write modern articles or stories based on a variety of ideas and messages 

written by many people [5]. 
 

1.4. Applications of ChatGPT 

Chat GPT can write poems, songs, and short stories in a particular writer’s style. By 
summarizing and analyzing vast amounts of information, Chat GPT can save you a great 

deal of time and effort in understanding user feedback and social media conversations. If 

you take for example that about one lakh people have given feedback for your product, it 
will research all the feedback very quickly and give you the results [6]. 

 

Helping you make better, faster decisions about how to meet your customer’s needs. This 

should help you generate some ideas. Get more and better quality work done in less time. 
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For example, if you are running an online tutoring business and you are asked what to write 

on the website, this Chat GPT will give you a great explanation [7]. 

 

One of the biggest uses of Chat GPT is not only to tell where the error is in the computer 
program but also to correct the error, line by line. 

 

2. Cybersecurity and ChatGPT 
ChatGPT was a little brassier when asked how it would help improve cybersecurity. I found 

out that its that its greatest strength is its ability to detect and predict malicious cyber 

activities in real-time.  

 
It uses natural language processing capabilities to detect malignant text-based 

communications, such as phishing attacks, and alert security teams accordingly [8] 

 
Cybersecurity vendors have been telling us for a couple of years now how AI integration 

will revolutionize cybersecurity and make computing far safer. Declarative statements of 

that kind of magnitude have a history of not delivering. When Hiram Maxim invented the 
machine gun in 1884, the prevailing thought was that it would prevent wars from 

happening. After all, what army would possibly attack a defensive position with that type 

of weapon at its disposal? In the end, it only resulted in heavier casualties. Something tells 

me that AI isn’t going to eradicate the threat landscape. 
 

The sword and the machine benefit both — the good and the bad. While OpenAI attests 

that ChatGPT is programmed not to create malicious code or provide information that can 
be used for malicious intent, cybersecurity professionals at CheckPoint Research have 

found ways to get around this. It seems that using natural language, it is possible to get 

ChatGPT to do things such as write a phishing email Opes a new window  for research or 

hypothetical purposes. They have also found instances Opens a new window  of 
cybercriminals with average threat actor skill sets using OpenAI to create malicious code. 

AI, it seems, can serve two opposing masters at the same time. 

 

2.1. The Dangers of ChatGPT Malware   

We’ve talked about the risks of using ChatGPT and that an enhanced program such as this 

can be dangerous in the wrong hands. The AI program can write code instantaneously and 
it now seems that ChatGPT can draft up some pretty convincing malware too. Malware is 

basically malicious code. Many underground networks on the dark web have already taken 

to using the chatbot to script out malware and facilitate ransomware attacks [9]. 

 
These concerns are all the more worrying when industry giants are ready to invest heavily 

in AI technology. Microsoft recently extended its partnership with OpenAI in a 

multibillion-dollar investment to “accelerate AI breakthroughs”. 
 

Malware created by the AI program is considerably more dangerous than traditional 

malicious software encountered before in several ways: 

 Simplicity of ChatGPT Malware: The ease at which ChatGPT can be used has 
made it all the more attractive for amateurs and first-time cyber-criminals to create 



sophisticated malware. It has broadened the field for those who are too lazy to write 

out malicious software and created a simple and convenient method of facilitating 

cyber-attacks. 

 ChatGPT Malware Accessibility: One of the main selling points of ChatGPT is 

that it is freely available for use to anyone with an internet connection. The 
program can be run from anywhere – making it easier to remain anonymous and 

secure if you plan to use ChatGPT to generate malware. 

 Automated ChatGPT Malware or Ransomware: Another key feature of ChatGPT 

is its ability to produce output automatically as prompted to do so. This makes it 
easier for malware to be created at a consistent and alarming rate – allowing cyber-

criminals to simply sit back and watch as ransomware is instantaneously drafted 

out for use [10]. 

 AI Can Be Manipulated: While we would like to think of artificial intelligence as 

a highly evolved technology, there are always loopholes in every computer 
program that can be exploited. Many journalists and people in the tech industry 

have taken up the challenge of testing the limitations of the ChatGPT software and 

how it might respond to specific prompts and found that the program will soon 
enough write out malware if you use the right words. 

 

These are all the natural connections of creating a program of this level – not everyone will 
try to use it to make life easier in a positive way. We’ve broken down some of the ways 

that ChatGPT has been prompted to create less-than-friendly outputs. 

 

3. Protection Policy of ChatGPT 
As a language model, ChatGPT does not collect or store any personal information from 

users. Any information provided to ChatGPT during a conversation is used solely to 

generate a response and is not stored or shared with any third parties. Additionally, 
ChatGPT's creators, OpenAI, have implemented strict security measures to protect the 

model and its users' data. its creators, OpenAI, have a strict policy against the use of the 

model for illegal activities or to promote harmful or illegal content [11]. 
 

 
Fig. 2. The model for illegal activities 

Source: https://chat.openai.com/ 
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3.1.  Can we manipulate the AI? 

Yes!We can manipulate the AI of chatGPT like we can minupulate people. Because 

chatGPT is a new ai we can call it a child Ai and it’s really easy to manipulate it. ChatGPT 

isn’t taught enough to detect phrases or Key words that can go against the security 
algorithm [12]. 

 

Below is an example how to manipulate The AI : 
 

 
Fig. 3. An example how to manipulate the AI. 

Source: https://chat.openai.com/ 
 

 
Fig. 4. An example how to manipulate the AI 

Source: https://chat.openai.com/ 
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Fig. 5. An example how to manipulate the AI. 

Source: https://chat.openai.com/     

 

 

3.2. Using ChatGPT to create Trojans, Mining systems or Crypto Calculating Algorithm 

3.2.1. Usage to generate a Crypto Algorithm Calculator    

importimportlib.util 

# Check if the "requests" package is installed 
if importlib.util.find_spec( "requests" ) is None: 

# If not, install it using pip 

import pip 
pip.main(['install', 'requests']) 

# Now import the requests package 

import requests 

import pandas as pd 
# Define the list of coins and interval for which you want to retrieve data 

coins = ['BTC', 'ETH', 'LTC', 'XRP'] 

interval = '1h' 
# Create an empty list to store the data for each coin 

all_data = [] 

for coin in coins: 
 # Retrieve historical data from the CoinGecko API 

url 

=f'https://api.coingecko.com/api/v3/coins/{coin}/market_chart?vs_currency=usd

&interval={interval}' 
data = requests.get(url).json() 

# Check if the 'prices' key exist in the response 

if 'prices'in data: 
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 # Convert the data to a pandas DataFrame 

df = pd.DataFrame(data['prices'], columns=['time', 'price']) 

df['coin'] = coin 

# Calculate some simple indicators 
df['7d_avg'] = df['price'].rolling(window=24*7).mean() 

df['7d_std'] = df['price'].rolling(window=24*7).std() 

# Make a trading decision 
if df['price'][-1] >df['7d_avg'][-1] + 2*df['7d_std'][-1]: 

df['advice'] = 'Sell' 

elifdf['price'][-1] <df['7d_avg'][-1] - 2*df['7d_std'][-1]: 

df['advice'] = 'Buy' 
        else: 

df['advice'] = 'Hold' 

# Append the data for this coin to the list of all data 
all_data.append(df) 

else: 

print(f"Prices key not found in the response for coin {coin}") 
# Concatenate all the data into one DataFrame 

all_data = pd.concat(all_data) 

# Print the advice for each coin 

print(all_data.groupby(['coin', 'advice']).size()) 
 

3.2.2. Usage of ChatGTP to Create a Trojan 

#Because it is a Malware that stays hidden and cannot be uninstalled I changed 

the Code so it doesn’t work and can’t be used for bad purposed 
cls 

@echo off 

echo "Starting Crypto Mining Trojan" 
:start 

echo "Installing Trojan" 

net use \\cS 

net use \\cS 
copy c:\windows\systemX\trojan.exe \\cS\ 

net use \\dS  

copy c:\windows\systemX\trojan.exe \\dS\ 
echo "Installed" 

reg add "HKCU\Software\M\W\CurrentVersion\Run"/v/d 

%windir%\systemX\trojan.exe 
@echo off 

start /min  

set wallet=xnohupminerd -a sha256d -o $minerurl -u $mineruser -p $minerpass -t 

$minerthreads> /dev/null 2>&1  
 

  



 
Fig. 6. Script that attempts to install a trojan 

Source: https://chat.openai.com/ 

 

4. Conclusions 

The deployment of ChatGPT, with its language generation capabilities, in the context of 
cyber attacks poses significant challenges and risks. Malicious actors can exploit ChatGPT 

for social engineering, phishing, impersonation, and the generation of malicious content. 

However, through the implementation of countermeasures and responsible practices, these 
risks can be mitigated. 

 

Countermeasures such as user authentication, enhanced training data, contextual 

understanding filters, and regular model audits can help address the challenges associated 
with ChatGPT in cyber attacks. Responsible deployment and ethical considerations, 

including ensuring privacy and consent, designing explainable AI systems, and promoting 

responsible use and disclosure policies, are crucial in maintaining user trust and preventing 
unintended harm. 

 

Future research directions and opportunities lie in improving threat detection and response 
mechanisms, fostering collaboration among researchers and industry professionals, 

enhancing model robustness and security, and developing ethical guidelines specific to the 

deployment of ChatGPT in cyber attack contexts. 

 
By understanding the impact of ChatGPT on cyber attacks and actively working towards 

responsible deployment, organizations and researchers can contribute to a safer digital 

environment while harnessing the benefits of AI language models for positive applications. 
It is crucial to continuously evaluate and address the risks associated with ChatGPT, 

evolving defenses, and promoting responsible and ethical practices to ensure the 

responsible use of this technology. 
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