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Abstract
Cities are the stage of a curious phenomenon in which people feel at the same time at home and like complete strangers. A city provides simultaneously the familiarity of its residents concerning places and people and the possibility of living in relative anonymity. However, the last few decades have been accompanied by an increase in the use of information and communication technologies in the infrastructure and functioning of urban centers around the world. There has been a move towards the development of the commercial ecosystem of so-called smart cities, with the public administration increasingly partnering with private corporations to offer solutions in public services that involve the processing of personal data from citizens. Objectives: This paper aims to discuss the new dilemmas that arrive with the growth of surveillance technologies applied to urban centers and the increasing participation of the private sector in the processing of data whose origin lies within public services. Prior work: In order to accomplish so, this article analyzes this phenomenon from a capitalism surveillance framework perspective, in light of international data protection standards and with a primary focus on the analysis of the processing of citizens’ data in the provision of public services Approach: The main approaches used are literature review and case studies. The first section will be dedicated to the discussion about the concept of “smart cities”; the second section will bring up the study of three cases about the implementation of facial recognition in the public transport system of the city of Sao Paulo; and the third and fourth sections are dedicated to the analysis of the legitimacy, risks, political and social implications of this type of surveillance practice. Results: As a result, this paper points to some of the issues that arise with the implementation of surveillance technologies in public services, such as the invasions of individuals’ rights of privacy and freedom of expression. Implications: The study offers an opportunity for researchers and policymakers to have a perspective on how these practical cases reflect some of the academic discussions around surveillance in smart cities. Value: This paper, therefore, offers an original analysis of three existing cases and their insertion into a broader discussion of surveillance in urban centers and some of the risks involved.

Keywords: facial recognition, personal data, public services, surveillance, smart cities.

1. Introduction
Cities are a stage for a curious phenomenon in which people feel, at the same time, at home and as complete strangers. That is, a city offers, simultaneously, the familiarity of its residents regarding places and people and the possibility of circulating in relative anonymity [1].

However, the last few decades were accompanied by an increase in the use of information and communication technologies in the infrastructure and functioning of urban centers around the world [2]. Along with the fast development of the commercial ecosystem of the so-called smart cities, the public administration has progressively embraced digital mechanisms for processing personal data in its public services [1].
In the city of Sao Paulo, for example, three initiatives involving partnerships between the public and private sector were conducted, focused on implementing facial recognition technologies in the public transportation system.

This phenomenon implies a series of discussions about legitimacy in the processing of biometric data, given that the very nature of the public service provision does not allow for unrestricted consent from citizens concerning the use of their personal information.

Furthermore, the growing wave of public-private partnerships gives light to a debate about the limits of using personal data whose origin derives from services of public nature. Given this context, the present article intends to provoke reflections concerning some of these dilemmas, in the light of international standards of data protection, with focus on the analysis of social and political consequences of processing citizens’ biometric data through the provision of public services.

Therefore, the first section will be dedicated to the discussion about the concept of smart cities; the second section will bring the study of three cases regarding the implementation of facial recognition in the transportation system of Sao Paulo; and the third and fourth sections are dedicated to the analysis of legitimacy, risks and political and social implications of surveillance practices conducted in partnership between the public and private sector.

2. Smart cities: An obscure concept

Globally, the movement of smart cities has grown steadily, with great speculations being made by the private sector around the potential for profit coming from this trend [1]. Efforts are being positioned for the advancement of technologies considered “smart” and this is done not only through the entrance of companies in the sector, but also by the very creation and modulation of this market [1].

Yet, all speculation about smart cities is still a foggy territory, given that not even its concept has been defined. The term is marked by a pluralism of definitions so that there is no consensus between the authors on this[2]. The expression is part of a contemporary conception regarding the development and management of urban centers using technology [3].

There are, nonetheless, some points in common that unite these different visions. In broader terms, smart cities relate to the creation of relationships between technology and society. In other words, it refers mostly to a vision of urban life and infrastructures that includes communication and information technologies [4].

Big cities present various challenges in topics such as security, housing, transportation, energy, supply, and communication. Thus, the justification for the integration of technology in its governance is based on the progressive growth of urban centers around
the world and the necessity of optimization and efficiency in management [5].

Thus, the main element that surrounds the existence of smart cities is the ethos of technological innovation to promote solutions for governance and development of urban spaces [2]. It is, therefore, an initiative motivated by using technology to reach a new paradigm of communication through computational resources for informational integration and automation in the context of cities [5].

Some authors track the first appearances of the term smart cities in media vehicles to an optimistic discourse from the private sector towards a futuristic and efficient notion of urban centers [4]. Companies have a predominant role as disseminators of the discourse about smart cities and their benefits, a context in which the private sector would have a relevant role [4].

There is also an intrinsic relationship between data and smart cities. The idea of smart cities in general involves a vision of transforming the governance of urban centers through the massive production of data, which offers greater sophistication towards the understanding of how cities work [2]. In this sense, the use of big data for integration and analysis of a complex system becomes a major factor of influence for urban administration [6].

In other words, the great paradigm present in smart cities is the use of technology to build an idea of the urban center as a set of nodes in a connected network [1]. Nevertheless, the use of data to produce analysis about the functioning of urban centers is not an innovation brought by smart cities. Large data sets, such as national censuses and government records, have long been produced. However, before the massification of data-driven technologies, information about dynamic aspects of a city and its citizens were only incidentally collected to create public policy and this was usually done in a centralized manner, in the long run, or on a non-continuous basis [7].

The smart city, in this way, represents a paradigm shift to the volume and control of information generated from infrastructures, services, and civic spaces [1]. The proliferation of new forms of data processing offers a great opportunity for understanding urban processes, providing new ways to analyze, visualize and understand the social and spatial configuration of urban governance and economic development [8]. In this context, data is the reason for the existence of this new paradigm of urban governance.

Another key point in the development of smart cities is associated with the growth of inter-organizational partnerships and alliances between private and public entities [8]. The large flow of capital involved in this type of partnership is one of the factors that encourage the dissemination of the discourse around smart cities and, consequently, its appeal [9].
Facial recognition in the transportation system of the city of São Paulo

In Brazil and most Western countries, the provision of public services stems from a state duty to meet certain needs of society through the offer of essential services [10]. Ten principles govern the provision of public services in Brazil [11] and the following are highlighted for this study: the supremacy of public interest; universality; impersonality, resulting in the inadmissibility of discrimination between users; and transparency.

Due to its essentiality, public transport is a social right contained in the constitution, and its obligation of fulfillment is attributed to the state. This provision, in turn, can be carried out by state itself or through partnerships with the private sector, so that the public service providers can in practice be public or private entities [10].

This possibility of private agents having a role in the provision of public services facilitates the development of smart city initiatives in Brazil. The motivations that govern smart city initiatives are generally of an economic and political nature and are tied to the objective of transforming the urban space through actions linked to entrepreneurship [1]. This type of initiative usually requires extensive collaboration between public and private agents. The three cases mentioned illustrate this phenomenon, as they involve public-private partnerships within the context of public services.

In Case I, Line 4 of the Sao Paulo subway is an example in which the public transport service was delegated to a private agent. Line 4 operates through a concession, a modality in which the state transfers the management of the service to a private agent for a specified time, but not its ownership, which remains with the State of Sao Paulo. In this sense, there is no conversion of the public service to the private regime, nor the disaffection of the service [11], only temporary authorization for its administration.

Cases II and III do not have as focus a public concession or a privatization stricto sensu, but they do involve partnerships between private companies and the state to carry out fraud and security control.

As mentioned previously, the idea of smart cities is deeply associated with public-private partnerships [2]. The three cases mentioned in this study illustrate the presence of private agents in the development of smart cities, as shown in the items below.

3.1 Case I: Facial recognition for marketing purposes at Line 4 of the Sao Paulo subway system

In April 2018, Line 4 of the Sao Paulo subway announced the deployment of the so-called “Interactive Digital Doors” on some platforms [13].

According to the Brazilian Institute of Consumer Rights, which subsequently filed a class action against the company, the interactive doors had cameras and were located on the platforms used to board trains [13]. The collection of biometric data from users took place...
when they approached the platforms and operated using a facial recognition mechanism [13].

In this perspective, the doors would be able to identify the human presence, the number of people, and emotions. The goal of this technology was to capture the facial expressions of subway passengers in reaction to the advertisements available on the platform [12].

The lawsuit had as main arguments, among other issues, (i) the lack of information provided by the company, which did not detail the functioning of the doors nor did it properly inform users about the existence of such system and (ii) the illegality of the collection of biometric data without the consent and knowledge of citizens [13].

In September 2018, the Sao Paulo Court of Justice granted advance protection, determining the shutdown of the facial recognition system [13]. A resolution for the case is still pending a formal decision.

3.2 Case II: Facial recognition for fraud prevention in buses
In 2017, the state-owned company that manages the buses in the city of Sao Paulo installed facial recognition cameras in the entrance of buses circulating within the municipality to prevent fraud [16].

The adoption of this measure is due to the fact that, in the city of Sao Paulo, the elderly, students, and children are guaranteed by law the right to travel free of charge, or at a reduced rate on public transport. To acquire this right, beneficiary users register in the transport company and acquire an individual and non-transferable card, which works as a free or reduced-fare ticket for circulation in public transport.

The fraud detection system, therefore, would have as its main objective the identification of whether the person holding the transport card with free or reduced fare at the entrance of the bus is its legitimate holder [16].

Every time a passenger would go through the entrance of the bus, he/she would be submitted to an identity test that compares the images uploaded at the moment of the card’s registration with the live image of the person entering the bus and presenting that card. The images would then be compared to analyze if there is fraud [15].

When the system detects divergences with the registered photo, the user's transport card would be blocked and the user invited to provide clarifications. The installation of this system cost more than 74 million in Brazilian currency. Between 2017 and 2019, the City of Sao Paulo has blocked 331,641 cards for alleged fraud [16].

The Sao Paulo City Hall also confirms that this database is shared with other bodies when requested, such as the Military Police and the State Civil Police [16]. There is, however, verification by the state itself that the system has flaws and its fraud prevention analysis using facial recognition is not completely reliable, being still subject to numerous errors [17].
3.3 Case III: Bidding for facial recognition for security purposes on the São Paulo subway

In June 2019, the administrators of the subway of Sao Paulo announced a bidding notice for the creation of an electronic security monitoring system for the state-owned lines of the Sao Paulo subway. The amount foreseen in the bidding would be $ 58.6 million in Brazilian currency [18].

Among the technical requirements of the monitoring system presented in the announcement is facial recognition. According to the administrators of the Sao Paulo subway\(^1\), the bidding sought to hire an experienced private company that had already implemented analogous technologies to improve its monitoring systems [14].

Some Brazilian civil society organizations filed a lawsuit against the initiative in 2020 [14]. According to the lawsuit, the company failed to perform its transparency duties, presenting incomplete and ambiguous information in response to requests for information made by Brazilian civil society [14].

The public notice released did not contain information about how the users' data will be collected and processed by the system, the databases that will be used as a reference for the system, the action protocols in case of identification of a possible suspect through the facial recognition system, the information security requirements used, and the initiatives to be taken to reduce the risk of data leaks [18].

In February 2020, the judge requested the service administrators to provide further evidence as requested by the organizations [14].

4. Citizens’ privacy in the times of facial recognition in public services

In an objective light, the processing of biometric data consists of measuring and monitoring parts of the human body that allow for distinction between one person and the other [19].

Therefore, it is a sort of body coding in which the individual's biometric information is translated into binary language. Thus, people have a unique type of coded identity that represents them for access and recognition purposes [19].

With regard to facial recognition specifically, one of the factors that facilitate its massification as a monitoring apparatus in urban centers lies in the fact that the experience of having one’s face recognized is close to imperceptible to the individual, who will hardly suffer any degree of physical discomfort by simply looking at a camera [19].

Thus, the use of sensors becomes so normal in urban spaces that they are “ubiquitous” and part of a daily routine that is imperceptible by the population [20] However, although it causes little physical discomfort, the processing of this type of information allows the

---

\(^1\) This case refers to the subway lines that are managed by a state-owned company.
identification of extremely sensitive individualities about people, such as gender, race and health status.

The power of this type of technology, in addition to its subtlety and the increasing ubiquity that they acquire in people's lives, also resides in the ignorance of the potential network interactions that may derive from its operation [1].

Brazil has a data protection legislation approved in 2018 that emerges as a result of public consultations and multistakeholder participation and with strong influence from the GDPR. The law establishes a series of principles and legal grounds for data processing that should be applied to both the public and private sectors. The purpose of the principles is to guide all stages of data processing, in order to place limits on the use by the various agents involved and allow some control by the subject [21].

Compliance with the principles is also a requirement for the processing of data by the state, regardless of the legal nature of the entity that is in charge of the public service. These principles are based on provisions existing in different international frameworks, which are consolidated due to the fact that they are common to different international normative instruments, forming a kind of autonomous doctrine on the topic [21].

The cases addressed above bring up a series of issues involving some of the principles that guide data protection according to international standards which are incorporated by the Brazilian legislation. The principles that are relevant for this study and which will be analyzed in the following topics are: (i) transparency and accountability, (ii) purpose specification, use limitation and purpose compatibility, (iii) risk mitigation, harms and benefits assessment [22].

4.1 Accountability and transparency over personal data
The principles of transparency and accountability establish the need to provide clear and adequate information about the data processing so that the subject has the right to know the agents and mechanisms involved in the use of his/her personal information [22].

In light of the three cases analyzed in this study, there are explicit problems regarding transparency and accountability in two of them. Case I and III were the object of lawsuits and gaps in transparency were within the main complaints made regarding the implementation of the facial recognition initiatives.

Case I shows issues in the domain of transparency as the only public notification made regarding the facial recognition system was done through a brief note on the website [12].
In order to comply with this principle, it would be necessary for the company to have informed users about the implementation of the technology, its basic characteristics, and its purpose.

Case III also shows a similar scenario, as the public notice involving the contracting of a private company to implement facial recognition to improve security in the subway did not present essential information regarding the initiative. Besides this, the administrators of the subway system did not produce an impact assessment regarding the facial recognition technology, nor does it have studies that prove the safety of the databases to be used for the implementation of the system [14].

Thus, the cases show scenarios in which citizens, without complete knowledge, have their information processed by public and/or private actors without being notified about how this information will be used [19].

4.2 Surveillance as purpose deviation

Another issue is that the smart city necessarily creates the “smart citizen” and forces citizens to accept certain technologies in order to be included in social programs or participate in the civic life of the city [9]. That is, it does not give citizens the opportunity to choose whether or not they want to be part of databases involving facial recognition. In the cases mentioned, for instance, there is no alternative to use the public transport system without having one's facial expressions collected.

In the view of Hollands [4], this reduces the control structure in urban centers to a binary model divided between those that are included and, consequently, tacitly agree with the monitoring practices that surround them and the others, which are excluded from places and services.

This also highlights another discussion on the existence of a deviation from the original purpose of the public service provision itself. To which extent should a facial recognition service be considered essential to offering a public transportation system? This question is directly related to the discussion on purpose specification, use limitation, and compatibility.

The principle determines that data processing must be specific, compatible, or otherwise relevant, and not excessive in relation to the objective for which its access was obtained. This prohibits data from being collected with a purpose not linked with what motivated the beginning of the relationship with the data subject [22].

Case I involves the deployment of facial recognition aimed at monitoring people’s reactions to advertisements. According to the responsible company’s own declaration, it was aimed at “increasing sales” by identifying the facial reactions from users of the transportation system [12].

This monetization system by means of facial recognition presented in Case I, in turn, represents a clear deviation of purpose since it characterizes a departure from the strict
administration of the transport service that caused the beginning of the relationship between
the data controller and the citizen.

The principle also states that there must be compatibility between the purpose of data
collection and the expectation of the data subject. This principle also carries with it the idea
of informational self-determination, since it values the citizen’s perspective in relation to
the use of his/her information [21].

In the specific case, there is an issue involving compliance with the principle, since the
users of the service, when walking on the platforms, have as their primary objective that of
being transported between stations, without any expectation of having their
facial expressions captured for the purpose of publicity.

According to international standards, the processing of personal data must be restricted to
the minimum necessary for the provision of the service [22]. Since the party is a
public service provider, the collection of information should be restricted to the
minimum necessary for the provision of this service, so that the excessive use of data would
be characterized as non-compliant with international standards on the principles of privacy
and data protection.

When looking at Cases II and III, similar issues involving the purposes of facial
recognition arise. In what circumstances should citizens have their faces exposed to facial
recognition?

The purpose is easily questionable when looking at initiatives such as those adopted in
both cases. What kind of practice do these cameras aim to combat or encourage? Why is combating fraud in the gratuity of the transport seen as essential to the transport
service? There are other passengers who are not beneficiaries of the gratuity or fare
reduction benefits, and because the cameras are at the entrance of the buses, these
passengers are also subject to collection of their biometric data, even though the
monitoring of fraud does not apply to them.

4.3 The risks of biometric-based automated law enforcement

Both the state and the private sector are dependent on mechanisms for identifying
citizens. Within this context, the growth in the use of biometric information for the
identification of people is part of a general trend towards identity and authenticity
verification rituals [9].

This trend leads to the integration of security tools dependent on surveillance devices. In
this sense, automated law enforcement systems are essentially characterized by the use of
mechanisms of surveillance, and aggregation of information to identify individuals acting
contrary to the law [20].

The idea of smart cities, in this way, is accompanied by initiatives aimed at
the establishment of devices that sophisticate control and monitoring
mechanisms by governments and the private sector and restrict the sphere of freedoms
granted to citizens.
The official discourse that supports this type of initiative is that some freedoms must be sacrificed in the name of security [23].

The application of technology to police power and law enforcement is, of course, not a consequence of smart cities, but these, in turn, have a great potential to intensify them [1]. The development of technologies such as facial recognition and its application in the context of public services illustrate the sophistication of surveillance devices under the justification of preventing illicit conduct.

These technologies that associate biometric data to conduct control are symptomatic of an even deeper social development in which the fusion between the body and technology becomes part of contemporary governance models and integrates automated law enforcement systems [9].

This is because bodies serve as a kind of "token" that we carry with us all the time, which makes the task of avoiding facial recognition technologies difficult [9]. Given this characteristic, biometric identification becomes progressively used as a mechanism for access control [9].

Case II and III and the implementation of facial recognition applied to the subway and bus systems in the city of Sao Paulo illustrate this paradigm perfectly, since the main objectives of such initiatives are to monitor the entry and exit of passengers from the buses and stations in order to detect possible fraud and improve security.

Another key feature of these systems is their ability to process and analyze information at speeds greater than human capabilities through algorithmic solutions [20]. Automated law enforcement thus represents a type of innovation in public governance that has code as the center of its operation [20]. When merged with the use biometric identification, these automatized methods of conduct control represent an evolution of monitoring to a level of access control and behaviors molded basically on the body.

Foucault addresses this intersection between the body and the machine when defining the concept of "biopower", in which the body of individuals is integrated into control systems and it becomes possible to analyze it and restrict its liberty using machine-based control [24].

In this scenario, the city is no longer an organic organism whose production of information occurs spontaneously and dispersed. It then becomes controllable by logical and rational decisions taken through algorithmic governance mechanisms [2].
However, this makes citizens subject to decisions that present numerous ethical risks. These risks lie in the very nature of the technology and the conflicts derived from the delegation of essentially human functions to it. This stems from the fact that code requires a high degree of precision and objectivity, while legal text is highly abstract and subject to interpretation, summed with the fact that the activity of police power is dependent on analysis and interpretations that are traditionally designed to be performed by humans [20].

Surveillance applied to the body becomes a form of “social sorting” carried out by non-human entities [9]. It is foreseeable, therefore, that facial recognition is considered to be quite susceptible to racial discrimination and other undesirable biases. In general, the foundations on which these technologies are structured are not entirely reliable, as it is not uncommon for them to be inaccurate, incomplete, or used completely out of context [25].

Systems of this nature are always subject to false positives and false negatives. Ideally, if an individual does not commit a crime, he/she is not accused of committing it, but a facial recognition system can cause a false positive in which the subject is considered suspect and may have restricted rights that would be originally legitimate [20]. In a society in which police power is delegated to algorithmic entities, individuals lose the right to individualized treatment, as people are reduced to nodes in a control network [1].

Surveillance and automated law enforcement are also generally not designed to allow facilitated access to due process [23]. These automated control processes are unlikely to have any mechanism that allows for effective means by which individuals can correct, contextualize, or oppose the information that is used against them in time to not have their rights restricted.

The increase in the use of automated surveillance mechanisms, therefore, poses a risk of dehumanizing the public governance process. It can be considered a reductionist and functionalist approach to urban governance that leads to control of conduct and risk elimination that does not take into account human factors involved in urban governance [2].

The objective of exposing citizens to constant surveillance ends up promoting self-discipline [23]. The rationalized and often apolitical discourse around the use of technology for control of illegal activity in order to make urban environments “disciplined” has the potential to reduce phenomena such as politics, conflicts, insurgency, and resistance, which are a natural part of urban life [9].

This type of technology can cause a chilling effect on civil rights such as freedom of association, assembly, and expression. Surveillance distorts the relationship between citizens and police power, creating an asymmetry of knowledge and power. In addition, the speed with which technological advances allow intrusion into citizens’ lives is not accompanied by regulatory efforts to ensure that rights are not violated [23].
5. Conclusion
The term smart cities has been increasingly used to designate an idea of technological innovation as a path towards solving social problems present in urban contexts.

However, the very concept of a smart city is optimistic and generic and no precise definition is currently found to this term [9]. The discourse around smart cities is closely linked to political and economic actors for the formulation of specific development policies that are motivated by market interests [9].

The deployment of facial recognition initiatives in the Sao Paulo transportation system is an example of the application of surveillance technologies in the context of urban public services, an increasingly evident trend deeply inserted into the context of smart cities.

In the cases under analysis, biometric data is compulsorily collected with dubious transparency mechanisms and for purposes whose direct relation with the offering of public transportation is questionable.

Moreover, facial recognition can offer huge dangers to privacy. In this sense, the implementation of this type of initiative is an evident risk of loss, by citizens, of some of their freedoms, being subject to constant practices of monitoring and conduct control.

Through the analysis of the conformity of the conduct in relation to the principles that govern data protection at the international level and also at the national level, it is possible to observe, therefore, a trend towards a collision between the practices carried out by the state in the three cases analyzed.
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